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Abstract. In this paper, we propose a term association model which extracts 
significant terms as well as the important regions from a single document. This 
model is a basis for a systematic form of subjective data analysis which 
captures the notion of relatedness of different discourse structures considered in 
the document, without having a predefined knowledge-base. This is a paving 
stone for investigation or security purposes, where possible patterns need to be 
figured out from a witness statement or a few witness statements. This is 
unlikely to be possible in predictive data mining where the system can not work 
efficiently in the absence of existing patterns or large amount of data. This 
model overcomes the basic drawback of existing language models for choosing 
significant terms in single documents. We used a text summarization method to 
validate a part of this work and compare our term significance with a modified 
version of Salton’s [1].  
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1   Introduction 

Information retrieval (IR) deals with text analysis, text storage, and the retrieval of stored 
records having similarity between them [2]. Among various IR models, vector based 
model is the significant one assigning weights based on the discriminative powers [3]. 
Inverse Document Frequency is the most common language model. But there are also 
modifications of the above concept into inverse sentence frequency and inverse term 
frequency, which all work over a large corpus to find a solution to the problem where 
document space language models do not work [4]. There are situations when the user 
query is not the only desired need but the relations between different contexts within a 
single text, which provide an insight into the semantic relations, might be of interest in 
some specific applications like official investigations, or counter terrorism, text 
summarization [5], question answering systems [6] and so on.  

There are different computational models for natural language discourse structures, 
which are mainly used for summarization and question answering systems [7],[8], [9], 
[10]. In [11], the authors generate intra-document semantic hyperlinks and characterize the 
structure of a text based on the intra document linkage pattern. Again the concept of 
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Latent Semantic Analysis [12] exploits knowledge induction and representation. A related 
concept to our work was analyzed by Rocha [13], where he presented keyword semantic 
proximity and its semi-metric behaviour in a recommendation system TalkMine to 
advance adaptive web and digital library technology. 

IR following conventional predictive data mining techniques has proved to be ineffective 
in handling cases where there are no previous patterns of data available [14]. If we consider 
the act of terrorism, we do not find any similar indicia. With a relatively small number of 
attempts every year and only one or two major terrorist incidents every few years- each one 
distinct in terms of planning and execution- there are no meaningful patterns that show 
what behaviour indicates planning or preparation for terrorism. So, it is preferable to handle 
these types of scenarios with subjective data analysis or computational linguistic 
technologies to exploit the semantic and syntactic structure of texts.  

Almost every document has some hierarchical structure concerning the importance of 
the words or concepts occurring in it [15]. The basic idea of linking the terms (entities + 
significant keywords) in a document is based on their frequency of occurring together in 
different paragraphs or sentences, presuming them to have some relationship. This 
approach does not require any previous knowledge about the data pattern. It is based on 
the degree of linkages found between different terms and brings out the relevant ones.  

2   Motivation 

In the previous section we have already mentioned that predictive data mining is not that 
useful to analyze cases like terrorism [14], or social crimes. Trained officials need to 
analyze every witness statements to find some clues to assume a possible solution to solve 
a legal problem. The basic objective of our work is to enhance the performance of these 
people and make their work easier in getting a solution.  

There are several works related to information extraction, but the established models 
[3], [12], and [13] mainly deal with huge corpora for their analysis. Hence, it is 
challenging to work with a single document or very few documents to extract the most 
important facts and create a possible network to find patterns between different discourse 
segments within the text. 

3   Term Significance Models 

3.1   Modification of Salton’s Indexing Method for Choosing Significant Terms 
in Single Documents 

In this section we have modified Salton’s [1] term discrimination model in such a way so 
that the documents in his model refers to the sentences in our version. Instead of 
calculating the similarities between the document pairs, we calculated here the similarity 
between the sentence pairs respectively. Our main aim of calculating the discrimination 
value was to identify the significant terms. 

Let sentences be the discourse structure in this case. So, similarity between sentences is 
calculated by, 
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The average similarity between the sentence pairs is calculated by, 

∑
≠

==

=
n

ji
ji

jiavg sssimKsim
1,1

),(                                                  (3) 

Now, consider the original sentence collection with the term k removed from all the 

sentence descriptions and let k
avgsim be the average sentence pair similarity in that case. 

So, discrimination value (DV) can be computed as, 

)( avg
k
avg simsimDV −=                                                   (4) 

According to Salton [1], if 0>DV , it refers to good discriminators and if 0<DV , it 
refers to bad discriminators. 

3.2   Our Approach: Gain of Words (GOW) 

We present here a method, whose major purpose is to discriminate between the significant 
and non significant terms (or words). As a preprocessing step, we have initially considered 
all words from the document including the stop words.  

Now, let n be the no. of words/ terms considered. Let S be the vector of sentences 
present in the document. So, we calculated the gain of words by, 

∑∑
∑ ×= ij
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Where, ijf is the frequency of the term (no. of occurrences) j in the sentence i  and w is 

the weight as mentioned in the previous model. 
Words having very high GOW values are discarded, maintaining a threshold of 

0<GOW<10. 

4   Sentence Extraction:  Gain of Sentences (GOS)  

Gain of Sentences, refer to the value which signifies the importance of sentences in a 
document. The greater the value, higher is the importance. Before computing this, in the 
preprocessing stage, we discarded all the stop words. As mentioned above, let n be the no. 
of words / terms considered. Let S be the vector of sentences present in the document. 

So, we compute the gain of sentences by, 
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Where, ijf is the frequency of the term (which means no. of occurrence of the term) j in 

the sentence i  and w is the weight as mentioned in the previous model. 
This concept is also used for summarizing a document as it ranks the sentences as per 

their importance. 

5   Experimental Results 

In this section we illustrate the experimental results related to the methods discussed in the 
previous section.  

We used the CST data set [16], related to a Milan plane crash. There are multiple single 
texts in the data set. Since, we focus on single documents, we used each of those for 
analysis. 

Gain of Words: We explained the significance of using Gain of Words (GOW) in the 
previous section. Using GOW, we can eliminate the unwanted words, at the same time 
keep the possible important words including the entities (the ones generally obtained using 
named entity extractors). Here we have taken ten words, randomly chosen from the files 
separately. The tables below show the nature of results obtained using Salton’s term 
significance measure on a single document as well ours. It clearly shows that, for certain 
words, it gives some meaningful results showing that negative discriminative value, 
signifying that those words are poor terms. But on the other hand, it cannot differentiate 
between the good words also. The zeros in the tables show that it cannot identify the 
terms. Our result overcomes this drawback. The value of the gain computed easily helps 
us to identify the words between useless, useful and less useful. When the gain values are 
very large, it shows that the words are useless. 

Table 1 and Table 2 illustrate the term significance based on two different methods. It 
is clearly seen in fig.1 that the highest value for the DV is 0. It is just capable of discarding 
the most useless terms. The words like “the”, “in” (shown in table 1) are the stop words 
which can be discarded using both the methods. But words like “crash”, “plane”, “Milan” 
bear meaningful content, but can be identified by GOW method, not with DV. 

Table 1. Comparison between two term sig-
nificance methods 

Table 2. Comparison between two term sig-
nificance methods 

Document 1 
Words DVof Salton’s 

method 
GOW 

the  -0.462 13.847 
in  -0.462 13.154 
plane -0.038 0.692 
building -0.077 1.231 
crash -0.038 0.692 
april 0 0.077 
skyscraper -0.013 0.308 
milan -0.013 0.308 
cnn -0.0123 0.462 
bombing 0 0.077  

Document 2 
Words DV of Salton’s 

method 
GOW 

Are -0.035 0.842 
smoke -0.006 0.211 
police -0.006 0.211 
people -0.006 0.211 
milan -0.006 0.211 
scene -0.018 0.474 
pirelli -0.018 0.474 
italian -0.018 0.474 
from -0.018 0.474 
work -0.018 0.474  
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The DV identifies all words as useless, except for “april” and “bombing” and identifies 
these as almost useless. Our technique also identifies these two as almost useless, but also 
identifies stop words and useful words and clearly differentiates them. 

We basically maintained a threshold of 0<GOW<10 approximately to choose the 
words. But there is some noise in out data also. 

In table 2, the words like “are”,” from” fall within the threshold limit we have chosen. 
So these words could not be identified 

Gain of Sentences:  The Gain of sentences (GOS) is another useful method we present 
here. The basic target of this part is to analyze and extract the important regions of the text 
so it partly behaves as a summarization. We had to do some preprocessing before 
obtaining GOS. Using the threshold mentioned above, we selected the possible significant 
words from the text. But in order to reduce the noise, we removed the stop words from this 
new set of words. After this we ran our simulation to obtain GOS. We used the MEAD 
[17] summarization tool to compare our method. We present here the nature of summaries 
extracted using this tool as well as with our method. Since GOS creates sentence 
importance in the document, we here present the five most important sentences to see how 
far it holds with the MEAD’s process. 

 
For Document 1: 
MEAD summarization: 
 CNN.com - Plane hits skyscraper in Milan - April 18 2002 CNNenEspanol.com A small 

plane has hit a skyscraper in central Milan setting the top floors of the 30-story building on fire 
an Italian journalist told CNN.  

 The crash by the Piper tourist plane into the 26th floor occurred at 5:50 p.m. 1450 GMT on 
Thursday said journalist Desideria Cavina.  

 U.N. envoy horror at Jenin camp U.S. bombing kills Canadians Chinese missiles concern 
U.S.   2002 Cable News Network LP LLLP. 

 
Our Approach: GOS 
CNNenEspanol.com A small plane has hit a skyscraper in central Milan, setting the top floors of 

the 30-story building on fire, an Italian journalist told CNN. 
U.N. envoy horror at Jenin camp U.S. bombing kills Canadians Chinese missiles concern U.S.   

2002 Cable News Network LP, LLLP. 
The crash by the Piper tourist plane into the 26th floor occurred at 5:50 p.m. (1450 GMT) on 

Thursday, said journalist Desideria Cavina. 
Italian TV says the crash put a hole in the 25th floor of the Pirelli building, and that smoke is 

pouring from the opening. 
Many people were on the streets as they left work for the evening at the time of the crash. 

 
For Document 2: 
MEAD summarization: 
 CNN.com - Plane hits skyscraper in Milan - April 18 2002 CNNenEspanol.com A small plane 

has hit a skyscraper in central Milan setting the top floors of the 30-story building on fire an Italian 
journalist told CNN.  

 The crash by the Piper tourist plane into the 26th floor occurred at 5:50 p.m. 1450 GMT on 
Thursday said journalist Desideria Cavina.  

 I heard a strange bang so I went to the window and outside I saw the windows of the Pirelli 
building blown out and then I saw smoke coming from them said Gianluca Liberto an engineer who 
was working in the area told Reuters.  

U.N. envoy horror at Jenin camp U.S. bombing kills Canadians Chinese missiles concern U.S.   
2002 Cable News Network LP LLLP. 
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Our Approach: GOS 
"I heard a strange bang so I went to the window and outside I saw the windows of the Pirelli 

building blown out and then I saw smoke coming from them," said Gianluca Liberto, an engineer 
who was working in the area told Reuters. 

TV pictures from the scene evoked horrific memories of the September 11 attacks on the World 
Trade Center in New York and the collapse of the building's twin towers. 

CNNenEspanol.com A small plane has hit a skyscraper in central Milan, setting the top floors of 
the 30-story building on fire, an Italian journalist told CNN. 

U.N. envoy horror at Jenin camp U.S. bombing kills Canadians Chinese missiles concern U.S.   
2002 Cable News Network LP, LLLP. 

The crash by the Piper tourist plane into the 26th floor occurred at 5:50 p.m. (1450 GMT) on 
Thursday, said journalist Desideria Cavina. 

 
The alignment of the sentences we presented might vary from the MEAD 

summarization. Many of the documents include the same sentences as news sources 
import the same sentences into different documents. We have presented here the 
sentences based on their importance in the document. Clearly, our summaries are 
qualitatively equivalent to the MEAD summarizations. 

6   Conclusion 

This work is a two way approach of term association where we find the significant 
words as well as extract the important sentences from a text. It is a simple method 
based on the syntactic appearances of the terms/ words in a single document. It is very 
useful to analyze the cases where no predefined data pattern is available. We have 
also shown that a classic method which has been used successfully for term extraction 
fails to work when there is a single document or very few documents. Though we 
have seen that the performance of this model is better, but still we need to improve 
this in order to get rid of the noise.  
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